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Abstract — The term "homomorphism" is derived from the Greek word “homos" that means "same" and "morphe" meaning "shape", or “same structure”. Homomorphic encryption in the computer science is used to transform a plaintext to a ciphertext. Plaintext is any information that the senders want to transfer to the receiver, so the plaintext is an input to each encryption algorithm. Several examples of plaintext are email messages, credit card transaction information and images. This plaintext will transform to a ciphertext (the data has been encrypted) and it is difficult to understand unless we use a key that decrypts it [1]. The technique that allows computation on a ciphertext without previous decryption is called homomorphic encryption, HE,

by making operations on a ciphertext, the user receives the result (that is in the encrypted form) and decrypts it by a key, which gives the user the first result without knowing the original plaintext[2]. An encryption scheme contains three algorithms: KeyGen, Encrypt, and Decrypt. Homomorphic Encryption (HE) scheme can be either symmetric or asymmetric. In a symmetric (or secret key) encryption scheme, KeyGen utilizes λ (a security parameter that determines the bit length of keys) to produce one key that is used in each of encryption and decryption, first transforms a message to a ciphertext, and later transforms the ciphertext back to the message. In an asymmetric (or public key) encryption scheme, KeyGen utilizes λ to generate two keys: a public encryption key, pk, which may be made available to everyone, and a secret decryption key sk [3]. HE has a fourth algorithm (Evaluate) that performs a function over the ciphertexts without seeing the messages. Evaluate algorithm takes ciphertexts as input and outputs evaluated ciphertexts. The most crucial point in this homomorphic encryption is that the format of ciphertexts after an evaluation process must be preserved in order to be decrypted correctly. In addition, the size of ciphertext should also be constant to support an unlimited number of operations. Otherwise, the increase in ciphertext size will require more resources and this will limit the number of operations. This limitation of HE continues for more than 30 years, until the first plausible and achievable Fully Homomorphic Encryption scheme which allows any computable function to perform on the encrypted data, was presented by Craig Gentry in 2009[4].

The organization of the remainder of the paper: section 2 provides Related Works of HE, Section 3 displays Fully Homomorphic Encryption FHE and explains some of FHE schemes. Section 4 offers the proposed scheme. Section 5 describes the results and discussion. Finally, our conclusions are mentioned in Section 6.

I. INTRODUCTION

The term “homomorphism” is derived from the Greek word “homos” that means “same” and “morphe” meaning “shape”, or “same structure”. Homomorphic encryption in the computer science is used to transform a plaintext to a ciphertext. Plaintext is any information that the senders want to transfer to the receiver, so the plaintext is an input to each encryption algorithm. Several examples of plaintext are email messages, credit card transaction information and images. This plaintext will transform to a ciphertext (the data has been encrypted) and it is difficult to understand unless we use a key that decrypts it [1]. The technique that allows computation on a ciphertext without previous decryption is called homomorphic encryption, HE,

II. RELATED WORK

The first homomorphism is suggested by Rivest, Adleman, and Dertouzos in [5]. The multiplicative homomorphism is given by RSA [6]. A partial homomorphic encryption scheme is suggested by Yao [7], Goldwasser and Micali [8], ElGamal [9] and Paillier [10]. Fontaine & Galand have presented a survey of homomorphic encryption schemes in [11].Gentry from IBM has proposed fully homomorphic encryption in his thesis and paper [12]. Many researchers propose the variants of Gentry’s model with some improvement. Homomorphic encryption on a smaller size cipher text is proposed by [13] Smart and Vercauteren. The arithmetic operations over integers are proposed by Dijk, Gentry,
Halevi, and Vaikuntanathan [14]. Faster improvement to Gentry’s model is proposed by Stehle and Steinfield [15].
Y Govinda Ramaiyah [16] has proposed “Efficient Public Key Homomorphic Encryption over Integer Plaintexts”.

III. FULLY HOMOMORPHIC ENCRYPTION (FHE)

An encryption technique is called FHE if it performs both addition and multiplication at the same time, and it can compute any operation. Craig Gentry in 2009 presented the first construction of a fully homomorphic scheme [12].

A. Gentry’s Fully Homomorphic Encryption Using Ideal Lattices

Gentry uses lattice-based cryptography. His FHE consists of several steps: start with what was called a somewhat homomorphic encryption scheme SWHE. To understand SWHE scheme’s work, the first thing that we must know: all scheme’s ciphertexts have noise inside them and this noise unfortunately become larger if we have performed many of homomorphic operations, there is so much noise (at some point) that the encryptions become useless (i.e. they have incorrect decrypt). This is the main limitation of SWHE schemes and this is the reason why they cannot perform just a limited number of computations [17].

Gentry shows that you can manage designing an SWHE scheme that supports the evaluation of its own decryption algorithm (and a little more). Next, “Squashing” the decryption circuit of the original somewhat homomorphic scheme to make it bootstrappable. The last step, there is a general technique to transform the SWHE scheme into an FHE scheme. An SWHE that can evaluate its own decryption algorithm homomorphically is called bootstrappable and the technique that transforms a bootstrappable SWHE scheme into an FHE scheme is called bootstrapping. Bootstrapping allows us to control noise [18].

B. Van Dijk et al: Fully Homomorphic Encryption over the Integers

A much more conceptually simple and true variant of Gentry’s scheme was presented by Marten van Dijk, Craig Gentry, Shai Halevi and Vinod Vaikuntanathan (DGHV scheme) [14]. The description of the DGHV scheme is as follows:

KeyGen (λ): generate the secret key p is an odd η-bit integer, p ∈ [2^(η-1), 2^η).
Encrypt (pk, m ∈ {0, 1}): to encrypt a 1-bit message m: generates a large number of the secret key, e.g., p, q, a small even number 2r where r is the noise (r < p/4 or 2r < p/2), , r = 2√η and generate q = (2^η) = p q + 2 + r + m
Evaluate(pk, C, c1, ..., ct): given the (binary) circuit C with t inputs, and t ciphertexts ct, apply the (integer) addition and multiplication gates of C to the ciphertexts, performing all the operations over the integers, and return the resulting integer
Decrypt (sk, c): to decrypt ciphertext c m = (c mod p) mod 2

Proof:
Let c1 = pq1 + 2r1 + m1, c2 = pq2 + 2r2 + m2
Additive Homomorphism:
• c1 + c2 = (q1 + q2)p + 2(r1 + r2) + (m1 + m2)

Multiplicative Homomorphism:
• (c1 + c2) mod p mod 2 = m1 XOR m2 (mod2)

C. Gen10 scheme

In March 2010, a homomorphic encryption scheme (called Gen10 scheme) was presented by Gentry [3], for security parameter λ, Set N = λ, P = λ^2 and Q = λ^5.
The description of the Gen10 scheme is as follows:
KeyGen (λ): generate the secret key p as a random, P-bit odd integer.
Encrypt (p, m ∈ {0, 1}): to encrypt a 1-bit message m, m = m mod 2, where m should be a random N-bit number. c = m' + q, where q is a constant Q-bit big integer.
Decrypt (c, p): c' = c mod p, where c' is the integer in (*p/2, p/2), such that p divides c - c'.
Homomorphic Operations:
Add (c1, c2) \( \rightarrow c = c1 + c2 \), Sub (c1, c2) \( \rightarrow c = c1 - c2 \), Mult (c1, c2) \( \rightarrow c = c1 \times c2 \).
Evaluate (f, c1, ..., c2): given the Boolean function f as a circuit C with (XOR and AND) gates.
To check the ciphertexts output by evaluating decrypt correctly:
Let = c1 \times c2, where ci’s noise is mi^2, which has the same parity as the message mi. We get:
\( c = m1^* m2^* + p q' \), for some integer q'. As long as the noise is small enough so that: |m1| \times |m2| < p/2, we get:
\( c \mod p = m1^* m2^* \), thus \( c \mod p \mod 2 = m1^* m2^* \).

D. A Simple Fully Homomorphic Encryption Scheme Available In Cloud Computing (SDC Scheme)

In 2012, Jian Li, Danjie Song et al. [20] presented a simple FHE derived from Gentry cryptosystem to ensure the privacy in cloud storage (SDC scheme). Neither DGHV nor Gen10 schemes have indicated to ciphertext retrieval algorithms. The description of SDC scheme is as follows:

KeyGen (λ): generate the secret key p as a random, P-bit odd integer.
Encrypt (p, m ∈ {0, 1}): to encrypt a 1-bit message m, c = m + p + r \times p \times q, where r is a random number of R-bit and q is a Q-bit big integer.
Decrypt (p, c): m = (c mod p)
Retrieval (c): R = (c - c_index) mod q
When the user wants to retrieve contents m_index, he encrypts the Keywords c_index = m_index + p \times r \times q and, delivers c_index to the server. On receiving c_index, server reads the ciphertexts, computing R = (c1 - c_index) mod q, once R = 0, ciphertext retrieval succeeds, and ci is the desired result.

Proof:
Suppose c1 = m1 + p + r1 \times p \times q, c2 = m2 + p + r2 \times p \times q
Additive Homomorphism:
\( c1 + c2 = (m1 + m2) + (r1 + r2) \times p \times q + 2p \times m3 \mod p = m1 + m2. \)
Multiplicative Homomorphism:
\( c1 \times c2 = m1 \times m2 + (m1 + m2 + p) \times r1 \times p \times (m3 + r2) \times p \times q + r2 \times p \times m3 \times R \times m4 \mod p = m1 \times m2 \).
IV. THE PROPOSED SCHEME: FULLY HOMOMORPHIC ENCRYPTION BY PRIME MODULAR OPERATION (SAM SCHEME)

After reviewing DGHV and SDC schemes, we notice that the message \( m \in \{0, 1\} \), in which we should convert each character in plaintext (that will later encrypt) to the binary format which will be the input \( m \) to the encryption equation that it is mentioned above. Our proposal scheme (SAM scheme) is: instead of converting each character of the text to (8-bit) binary format and enter each bit into the encryption equation to produce (8-bit) ciphertext for each character in the plaintext, to take the character directly (ASCII code of the character) and enter it to the proposed scheme.

**Algorithm (SAM)**

<table>
<thead>
<tr>
<th>1-</th>
<th>Key Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>Generate a prime big integer ( p )</td>
</tr>
<tr>
<td>1-2</td>
<td>Generate ( q \in \mathbb{Z}_p )</td>
</tr>
<tr>
<td>1-3</td>
<td>Generate ( r \in \mathbb{Z}_p )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2-</th>
<th>Encryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-1</td>
<td>( c \equiv m + r p + p q \mod p ), where ( m \in [0, p-1] )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3-</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-1</td>
<td>( m = c \mod p )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4-</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-1</td>
<td>Assume there are two ciphertexts: ( c_1 = m_1 + r_1 p + p q ) ( c_2 = m_2 + r_2 p + p q )</td>
</tr>
<tr>
<td>4-2</td>
<td>( c_1 \equiv c_2 \equiv m_3 = \text{Dec} (c_3) ) (or ( m_3 = m_1 + m_2 ))</td>
</tr>
<tr>
<td>4-3</td>
<td>( c_1 \equiv c_2 \equiv m_4 = \text{Dec} (c_4) ) (or ( m_4 = m_1 \cdot m_2 ))</td>
</tr>
</tbody>
</table>

Let \( c = f(c_1, ..., c_t) \), such as:
- \( c = [c_1, c_2, c_3] \)
- \( c = m \cdot m_1 \cdot m_2 \)

Where \( f \) is any function (Addition and Multiplication) applied on the ciphertext or messages.

| 4-4 | \( c \mod p = m \), where \( m < p \) |

The integer number that is a result of applying addition and multiplication to one input \( m \) is the same as the integer number that is a result of applying addition and multiplication to \( t \) input \( m_i \).

The implementation interfaces of DGHV, SDC and SAM schemes are illustrated in Appendix. The description of SAM scheme is as follows:

**KeyGen (\( \lambda \))**: generate the secret key \( k \) to be a prime big integer, which is chosen randomly.

**Encrypt (\( pk, m \in [0, p-1] \))**: to encrypt a message \( m \)

The ciphertext \( c = m + r p + p q \), where \( r \) is the noise and \( r \) is a random big integer and \( q \) is a constant big integer.

**Evaluate (\( pk, m_1, ..., m_s, c_1, ..., c_t \))**: apply addition and multiplication to \( t \) ciphertexts \( c_i \), and then decrypt the result of \( c_i \), we get an integer number which is the same as the integer number that is a result of applying addition and multiplication to \( t \) input \( m_i \).

**Decrypt (\( sk, c \))**: to decrypt ciphertext \( c \): \( m = c \mod p \)

To prove that the SAM scheme supports additive and multiplicative homomorphism:

**Suppose**, \( c_1 = m_1 + r_1 p + p q \)

**Additive Homomorphism**:

\( c_2 = c_1 + c_2 = (m_1 + m_2) + (r_1 + r_2) p + 2 p q \)

**Multiplicative Homomorphism**:

\( c_4 = c_1 c_2 = (m_1 + m_2) (m_1 + m_2 + p q) p + m_1 m_2 \)

IV. RESULTS AND DISCUSSION

In this section, we will calculate the time complexity of the encryption and decryption function for the DGHV and SDC schemes and our proposed SAM scheme and we will also compare their execution time, and finally analyse the security of the three schemes.

A. Big O Notation (Time Complexity)

The \( O \)-notation is very useful in guiding the designers of algorithms in search for the “best” algorithms for an important problem [21]. Before performing the calculations of time complexity, we must first analyze the input numbers of the encryption and decryption algorithm, which are either binary integers or decimal digits, where: the time
complexity of binary integers is $O(n)$, while the time complexity of decimal digits is $O(\log(n))$, except the constant number, with the time complexity of $O(1)$, where $n$ is the size of input numbers.

1) Time Complexity of DGHV scheme

Let $n$ be the size of input message unit.

Encryption function:
\[
c = m + 2r + p*q
\]
Then:
\[
T (c) = O (n) + T (2r) + O (n^2)
\]
\[
T (2r) = O (n), \text{ by shift operation}
\]
\[
T (c) = O (2n) + O (n^2) = O (n^2) \text{ bit operation.}
\]

Decryption function:
\[
m = (c \mod p) \mod 2
\]
Then:
\[
T (m) = O (n^2) \text{ bit operation.}
\]

2) Time Complexity of SDC scheme

Let $n$ be the size of input message unit.

Encryption function:
\[
c = m + p + r* p*q
\]
Then:
\[
T (c) = O (n) + O (2(n^2))
\]
\[
T (c) = O (2(n)) + O (2(n^2)) = O (n^2) \text{ bit operation.}
\]

Decryption function:
\[
m = c \mod p
\]
Then:
\[
T (m) = O (n) \text{ bit operation.}
\]

3) Time Complexity of SAM scheme

Let $n$ be the size of input message, $n$ – decimal digit

Encryption function:
\[
c = m + r*p + p*q
\]
Then:
\[
T (c) = O (2(\log (n))) + O (2(\log (n))^2)
\]
\[
T (c) = O (\log (n)^3).
\]

Decryption function:
\[
m = c \mod p
\]
Then:
\[
T (m) = O ((\log (n))^3).
\]

Where, $(\log; n)$ is the number of bits of $n$.

B. Execution Time

When we use the same length of the message and the same parameter $p, q, r$ the execution time of SAM scheme requires less time than that required for DGHV and SDC schemes which seem approximately similar in execution time because the two schemes were encrypting bit by bit while the proposed scheme was encrypting character by character. As a result, the execution time of SAM scheme is very fast compared to DGHV and SDC schemes, as shown in Table 1 and Fig. 1.

### Table 1: Execution Time of DGHV, SDC and SAM Schemes

<table>
<thead>
<tr>
<th>Length of the message</th>
<th>DGHV scheme (m.s.)</th>
<th>SDC scheme (m.s.)</th>
<th>SAM scheme (m.s.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 byte</td>
<td>1118</td>
<td>1180</td>
<td>1007</td>
</tr>
<tr>
<td>1.4 k byte</td>
<td>1241820</td>
<td>1283068</td>
<td>20818</td>
</tr>
<tr>
<td>2.8 k byte</td>
<td>6715148</td>
<td>4425899</td>
<td>72901</td>
</tr>
</tbody>
</table>

C. Security:

The security of Fully Homomorphic Encryption Scheme over the Integers (DGHV scheme) is based on the strength of the approximate integer greatest common divisors (approximate GCD) problem which is constructed by Howgrave-Graham [22]. With appropriate selection of parameters the scheme has proved to resist different types of attacks to recover the secret key including brute-force attack with at least $2\lambda$ time. However, it has been proven that the scheme can be attacked to recover the plaintext from ciphertext using lattice reduction algorithm [23]. The parameters settings which have been used in the attack are considered to be appropriate by the DGHV scheme.

![Execution Time of DGHV, SDC, and SAM Schemes](image)

Fig. 1. Execution time of DGHV, SDC, and SAM schemes.

Jian Li, Danjie Song et al. concluded when comparing their scheme (SDC) with the DGHV scheme and the Gen10 scheme, that SDC scheme has a major advantage in the ciphertext retrieval:

1) The DGHV scheme has to submit its private key to the untrusted server to perform the ciphertext retrieval, while the SDC scheme only has to transmit a constant big integer $q$ to the weak server, which is much more secure.

2) To retrieve the ciphertext, the Gen10 scheme does not present the private key $p$ but a random number $q$ instead, which seems quite more secure than the DGHV scheme, yet once $q$ contains the server, utilizing $c \mod q$, the plaintext $m$ leaks out. While in the SDC scheme, even though the crackers grab the big integer $q$, using $c \mod q$, what it can obtain is merely the $m+p$, and the plaintext $m$ could not leak out [20].

Selecting the prime number as a secret key in the proposed scheme gives robustness in the security than when choosing any number. The reason for this lies in that the prime number itself costs to the third party, where first it has to be verified that the number is prime, and then the prime number should be tested on the encryption equation, which requires lots of attempts to break the code. Added to that, the prime number gives one probability of the solution. The non-prime number does not give all probabilities of the solution and it may exist more than one number of the non-prime numbers that provides the same solution. If we analyze SAM scheme as Jian Li, Danjie Song et al. worked, SAM scheme sends a constant big integer $q$ to the server (when the client wants to return some ciphertexts which it stored on the server) using it in the ciphertext retrieval algorithm which is more secure as in SDC scheme. Even though the crackers grab the big integer $q$, by using $c \mod q$ the plaintext $m$ could not leak out, what it can obtain is simply $m+p+r$.

### VI. Conclusion

We know what is the meaning of the cloud computing and the cloud must be secured by an encryption system such as homomorphic encryption and explain the categories of Homomorphic Encryption and we present some of FHE schemes and offer examples about it. In this paper, we propose an effective scheme that instead of converting the
character (which is in plaintext) to a binary format and then enter it into the encryption equation, takes the character directly from the text and insert it into the encryption equation. As a result, the time complexity and execution time of SAM scheme is very fast compared to the two schemes DGHV and SDC. Also, the SAM scheme proves its security by using the prime number as a secret key and its security in ciphertext retrieval.

APPENDIX

The Implementation Interfaces

DGHV Scheme

SDC Scheme

SAM Scheme
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