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Abstract — Face detection systems with color cameras were rapidly evolving and have been well researched. In environments with good visibility they can reach excellent accuracy. But changes in illumination conditions can result in performance degradation, which is one of the major limitations in visible light face detection systems. The solution to this problem could be in using thermal infrared cameras, since their operation doesn’t depend on illumination. Recent studies have shown that deep learning methods can achieve an impressive performance on object detection tasks, and face detection in particular. The goal of this paper is to find an effective way to take advantages from thermal infrared spectra and provide an analysis of various image degradation influences on thermal face detection performance in a system based on R-CNN with special accent on implementation on a hardware platform for video signal processing that institute Vlatacom has developed, called vVSP.

Keywords — face detection, image degradation, R-CNN, thermal images, Video Signal Processing, GPU.

I. INTRODUCTION

In many security, surveillance or access control applications face detection algorithms are applied. In top level secure objects such as important government buildings, for access control, face detection and recognition systems have been implemented in order to verify user’s identity [1], [2]. These systems are also used in security checkpoints at airports and in authentication processes for secure banking. If lighting conditions are disturbed, such as in cases of fog or heavy rain, color camera’s performances are degraded and cannot provide sufficient quality in surveillance systems with a high level of security. Since a thermal camera’s performance does not depend on lighting conditions, it can be used in order to improve the performances of mentioned systems [3], [4], [5], [6]. The basic principle of work of infrared sensors is that they collect emitted heat energy to form a thermogram using infrared radiation. As thermal cameras are invariant to lighting conditions, they can provide an effective view even in low-light conditions and total darkness, and in that way can be used in face detection applications.

Face detection, in general, can be considered as a special kind of operation which results in detecting objects in computer vision tasks. Moreover, deep learning methods are constantly evolving, especially in computer vision applications, while particularly the convolutional neural networks (CNN) have achieved remarkable success in terms of accuracy.

While popularity of deep learning in computer vision grows, a vast number of researchers in this area are targeting to explore deep learning methods to solve face detection tasks.

In the process to solve face detection challenges, some successful deep learning techniques have emerged for generic object detection tasks. One very useful and very successful framework for generic object detection is region-based CNN method (R-CNN). A large number of advances in solving face detection tasks usually follow this line of research with the spread of R-CNN and its enhanced variants.

The goal of this paper is to find an effective way to take advantages from thermal IR spectra and analyze the influence of various image degradations on thermal face detection performance in systems based on deep learning methods. This paper proposes an environment for testing...
performance in a variety of conditions consisting of databases with images of different degrees of degradation (flipping, rotation, noise) and implementation of thermal image face detection system based on deep learning methods. Also, the implementation possibilities on a Vatacom’s Video Signal Processing Platform (vVSP) for field usage will be considered. vVSP is a hardware device capable of capturing and processing a video signal from various types of cameras, so in this case an IR thermal camera is used. Since we are in the initial phase of research in face detection field in thermal imaging, this paper presents a potential direction of algorithm application on vVSP platform. Details on this are presented in the discussion part of this paper.

This paper is organized as follows. Section II describes face detection algorithm and R-CNN face detection system architecture. Section III describes a facial image database used for training R-CNN. Section IV gives an overview of a hardware platform considered for implementation. Section V illustrates the transfer learning process and training of R-CNN. In section VI statistical comparison of the tested system on different test sets and a discussion are presented. Section VII presents a conclusion, with the indication of future work in this research area.

II. SYSTEM DESCRIPTION

A. Face detection algorithm

To detect face regions in the image a R-CNN detector [7] is used in this work. R-CNN has three main parts in the process of detection. In the first part it extracts 2000 category-independent region proposals and feeds them to the second part, which is Convolutional Neural Network (CNN). Output of CNN is a fixed-size feature vector which is used as an input for Support Vector Machine (SVM) classifier [8]. CNN input size is a fixed 32x32 image and output is a vector which consists of 64 features. SVM uses those features to classify each region; a result of that classification is either a face class or background (non-face class). Regions overlapped with other regions with the degree of overlapping bigger than a given threshold, measured by the Intersection over Union (IoU) score metrics, are removed.

Fig. 1. Block diagram of proposed face detection system R-CNN.

The most important part of R-CNN is CNN for feature extraction. The role of the CNN is to reduce the images into a form which is easier to process, without losing features which are critical for getting a good prediction. The first layer of CNN is Image Input Layer, which defines the dimensions of network input. A next layer is a Medium Layer and it consists of multiple Convolutional, ReLU and Max Pooling layers. Convolutional layer consists of multiple filters (kernels) whose parameters are learned during a training process. Kernel shifts multiple times over the image and each time performs a matrix multiplication operation with a portion of the image it is hovering and result is a feature map. The purpose of ReLU layer is to introduce non-linearity in CNN. Without added non-linearity, classification would be linear and hence CNN performance would be limited. Pooling layers section would reduce the number of parameters when the image is too large. This process, also called subsampling or down-sampling reduces the dimensionality of each feature map, but retains important information. Max pooling slides the kernel across the feature map, takes the largest element from the part of the map it is hovering and passes it to the next layer.

In the final layer there are a Fully Connected layer and a Softmax Loss layer. The Fully Connected layer flattens a matrix input into vector and feeds it to the next layer. It represents features that are later used for classification. In this CNN, they are succeeded by Softmax layer. The Softmax layer is used to calculate categorical probability distribution.

Before the training, Convolutional layer weights are first set to small random values and then updated in training process which uses Stochastic Gradient Descent with Momentum (SGDM). By computing gradient of the loss function and take small steps in the opposite direction of some local minima. Weight increments (∆w) are defined as:

\[
\Delta w = -\eta \nabla E(w) = -\eta \frac{\partial E}{\partial w} = f\left(\eta, d^{(i)} w^T x^{(i)}\right)
\]

where \( \eta \) is a learning rate, and \( E(w) \) is a cost function. The learning rate defines the speed of the training process, so that large values of the learning rate can cause oscillations, while small values cause a slow training process.

With Stochastic Gradient Descent the exact derivate of the loss function is not computed, but estimated on a small batch, which means it is not always going in an optimal direction. Momentum is defined as a moving average of gradients used to accelerate gradients in the right direction and avoid oscillations when the learning rate is set to a high value. Now, weight increments at time \( t \) are defined as:

\[
\Delta w(t) = -\eta \nabla E(w) + \alpha \Delta w(t-1)
\]

A standard momentum value is \( \alpha = 0.9 \). Learning Rate Drop Period defines the period in which learning rate is reduced by the Learning Rate Drop Factor. That way, network is searching for minimum faster in the beginning of training and is gradually slowing down as the training progresses. To prevent overfitting, L2 regularization (ridge regression) is used; in loss function besides the sum of squared errors, the sum of squared weights multiplied by the \( \lambda \) coefficient of regularization is added. The criterion function with ridge regression has the form:
\[
\sum_{j=1}^{p} \left( y_i - \sum_{i=1}^{p} x_i w_j \right)^2 + \lambda \sum_{i=1}^{p} w_i^2
\]  

(3)

III. FACIAL IMAGE DATABASE

Images database is made with Vlatacom Multi-Sensor Imaging System (vMSIS) [12]. Database contains 287 images in total with a resolution of 640x480 pixels. Each image in the database has a different number of persons with different facial positions, expressions and orientations, captured in different illumination conditions. Since IR is opaque to glass hiding everything behind it, database has images with persons wearing glasses.

To test the influence of different types of image degradation on detection performance, additional datasets are artificially created. In total there are four datasets, the first being original and three artificial ones. The second dataset contains images with Additive White Gaussian Noise (AGN), with a standard deviation in the range from 2 to 40, with a threshold chosen according to [13]. The third dataset contains images rotated by an angle in the range from -20 to 20 degrees. The last dataset is made of original one and the ones with deformed images described above. Datasets are shown in Fig. 2.

Fig. 2. Thermal image dataset with original, flipped, rotated and noisy images.

To measure the performance of system, two test datasets are created. The first test set contains 60 images from the original dataset and the second test set contains 36 images from the fourth dataset. Rest of the images are used for training sets.

IV. HARDWARE PLATFORM OVERVIEW

Vlatacom Institute has been developing multi-sensor electrooptical systems for several years [14]. A need for a specialized platform in which signal processing algorithms can be easily implemented and changed with miniature dimensions and passive cooling is emerged into developing a unified hardware platform for Video Signal Processing called vVSP. It is designed to accept any signal from various camera input interfaces [15], process the data and output it via an IP stream.

The input cameras typically are in visible light, thermal [16], [17] and short wave infrared [18]. A functional block diagram of device is shown in Fig. 3. It contains several different Printed Circuit Board (PCB) entities which are stacked to form the entire system. Those are Interface Board (IB), FPGA Carrier Board (FCB), Main Processor Unit Carrier Board (MPUCB), and Camera and Lens Control Board (CLC).

![System block diagram.](image)

Interface Board (IB) is the first block in the input stage. It accepts a signal from any type of industrial camera interface (Analog PAL [19], HD-SDI [20] Base Camera Link and Medium Camera Link [21]) in a format up to 1920x1080 at 30 frames per second, converts that signal into data prepared for FPGA processing and outputs it towards the second block, the FPGA Carrier Board subsystem (FCB) for further processing. FPGA board is based on Xilinx Ultrascale device [22].

FCB converts the input data into a standardized format which has the same resolution as the input signal from camera. The formatted data is provided to Main Processor Unit via a MIPI-CSI2 interface [23]. Also, the raw video output from this board can be driven directly via an output HDMI connector to a monitor or TV [24]. This feature is very useful in development phase. The board has its own precise clock generator and FPGA module which can be easily replaced to a different one, because of the board’s modular design.

MPU Carrier Board acts as a central part of the vVSP module system. Besides from providing a power supply for the whole system, its main functionality is to process the data gained from FCB and output it via an IP stream. In this case scenario, as a Main Processing Unit we chose a System with 256 parallel GPU Cuda Cores and Quad-Core ARM® Cortex®-A57 as a main processor with Linux operating system with 8GB 128-bit LPDDR4 Memory [25] [26]. The two physical chips where signal processing algorithms [27] can be implemented are either FPGA (on FCB) or MPU with GPU cores. Currently, the image stabilization, objects tracking, motion detection and image enhancement algorithms are applied on this MPU. vVSP can capture and encode to H.264 stream video signal at input channel up to resolution 1920x1080 (FullHD) at 30 frames per second. This format is supported even with enabled implemented video tracking and video stabilization algorithms which add a certain load to MPU, since MPU resources are not infinite. Higher resolution formats are not supported due to lack of processing resources on MPU. Complete hardware platform with all boards and interfaces is shown in Fig. 4.
Camera and Lens Control Board (CLC) is specially designed to control camera’s lens functions, such as zoom and focus. It also has a motor driver implemented for moving pan-tilt platforms and network of sensors needed for some image processing methods.

vVSP platform also has an integrated 7-port Gigabit Ethernet switch so that more of this platform can be in a cascade connection for controlling a multi-sensor imaging system. One camera unit is controlled by one vVSP module.

V. EXPERIMENTAL WORK

A test setup for described problem is shown in Fig. 5.

One of the goals of this paper was to research possibilities for face detection algorithm implementation on a vVSP module and test it in a real time scenario. In the Fig. 5. is shown a vVSP hardware platform connected to a thermal camera via Camera Link Interface Board. Camera used in this case is an uncooled thermal camera with 640x480 pixel resolution [Xenix 28] with Camera Link interface and 225mm optics [Ophir 29], range up to 8km for human detection [17].

For R-CNN training, MATLAB R2020a is used. We used CNN pretrained on CIFAR-10 dataset [30]. CIFAR-10 dataset has 50000 visible images spread out in 10 classes (airplane, bird, car, cat, deer, dog, frog, horse, ship and truck) and image resolution of 32x32 pixels. A pretrained CNN has learned filter values which are useful for feature extraction in visible images. To train R-CNN, transfer learning is implemented; CNN pretrained on CIFAR-10 dataset is fine-tuned in R-CNN training process [31]. Network is trained with mini batches of size 64 and takes 250 epochs. Weights updates are made after all the images from the mini batch have been passed through the network. Since R-CNN is used for detection, we need positive and negative regions from images used in training. Positive and negative samples are defined by the bounding box IoU metric. If image region overlaps with ground truth boxes in a positive overlap range, then that region is used as a positive sample; if they overlap in a negative range then that region is defined as a negative sample. A positive overlap range is set to be between 0.8 and 1 while a negative overlap range is less than 0.5.

Each of training datasets described in Section III is used in the training of R-CNNs, so there are 4 R-CNNs in total. Testing is performed on both test sets described in Section VI.

VI. RESULTS AND DISCUSSION

Detection performances in this paper are presented with the following evaluation metrics: \( tp \) (true positive), \( fn \) (false negative), \( fp \) (false positive). The number of successfully detected faces is a true positive value; the number of faces that exist in the image but are not detected is false negative; the number of regions that R-CNN labels as face region, but do not contain face in them is called false positive. That the detection can be said to be true positive, the IoU between detected and the ground truth bounding box was adopted to be greater than 0.7. In table 1, \( tp \), \( fn \) and \( fp \) values for four different R-CNNs trained on four different datasets and tested on two test datasets are shown.

Based on results from table 1 precision and recall can be calculated. Precision is the number of correctly detected faces divided by the total number of regions R-CNN labeled as face region in images (\( p = \frac{tp}{(tp + fp)} \)). Recall is the number of correctly detected faces divided by the total number of faces in the images (\( r = \frac{tp}{(tp + fn)} \)). As we tested algorithm on our, not publicly available test set, results are presented only by precision and recall, and not by the
average precision. High precision means that most of the regions R-CNN labels as face region are in fact a face region, while high recall means that most of the regions that are faces in images R-CNN labeled as face regions. Precision and recall values are shown in table 2.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Test set with original images</th>
<th>Test set with flipped, rotated and images with AGN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Original images</td>
<td>94.33</td>
<td>90.59</td>
</tr>
<tr>
<td>Original, flipped and images with AGN</td>
<td>90.21</td>
<td>86.63</td>
</tr>
<tr>
<td>Original, flipped and rotated</td>
<td>92.06</td>
<td>86.14</td>
</tr>
<tr>
<td>Original, flipped, rotated, with AGN</td>
<td>92.19</td>
<td>87.62</td>
</tr>
</tbody>
</table>

For the first test set that only has original images the best results are achieved by R-CNN trained on just the original images. In practice however, infrared sensors often suffer from various disturbances - blur, noise originating from sensors and their environment, sensor dead pixels. Faces could also happen to be in different orientation and poses. For those reasons, results on the second test dataset are more important. On the second test dataset, the best results are achieved by the R-CNN trained on original, flipped and images with AGN.

For a better detection performance on images with diverse types of degradations, a training dataset should have images with degradation (noisy images with lower values of standard deviation of AGN) in addition to original images.

R-CNN face detection algorithm execution is fully tested on Nvidia RTX 2060. Since RTX 2060 has about 10 times more computational resources than vVSP we made a basic assumption that vVSP is up to 10 times slower than RTX 2060. Since we haven’t yet developed the port of R-CNN for vVSP, as one of the goals of this paper is to research possibilities of implementation and to evaluate practicality of our solution, we compared execution of another algorithm for object detection that we had previously implemented on both platforms (Nvidia RTX 2060 and vVSP). We measured the time it takes for the YOLOv3 [32] algorithm to process the image. That object detection algorithm takes about 33ms per frame on RTX 2060 and about 312ms on vVSP. Since the results of YOLOv3 comparative test confirmed our basic assumption, we accepted the assumption that vVSP will also be 10 times slower than RTX 2060 for R-CNN execution.

The computational performance of R-CNN detection algorithm on RTX 2060 is shown in Fig. 6.

VII. CONCLUSION

In this paper a thermal face detection performance in a real operational scenario is presented, including different image degradation influence.

The advantage in performance in face detection over standard low-light sensors is achieved by including a thermal IR sensor and has been demonstrated and shows an excellent detection performance on images captured in different lighting conditions including total darkness.

A great detection performance on images captured in different illumination conditions is obtained even when images are degraded. Robustness is achieved by including images with different types of deformations in the training set; by including those images in the training set we get worse results on non-degraded images, but better results on degraded images which are more common in practice.

In terms to improve R-CNN detection performance and robustness to image degradation basically caused by noise and rotation, it is shown that training datasets should include images with different types of deformations.

One large problem of R-CNN face detection is processing time. This method cannot be used for real-time applications. As presented in literature, the state-of-the-art methods for object detection based on deep learning approach such as Faster R-CNN and YOLO algorithm, which can reach the same detection accuracy as R-CNN with much less processing time per frame, can be engaged in face detection systems and can be implemented on a vVSP platform. Our future work in this research area will be oriented towards these deep learning methods and their actual application using vVSP with a thermal IR camera.
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