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Abstract — During initial training air traffic control students acquire theoretical knowledge in various fields including air traffic management, aircraft performance, air traffic control equipment and systems, navigation and others. This paper proposes a simulator and explains its use and features that allows students to gain a practical insight into their coursework in order to complement their training. The goal of the simulator is to realistically implement all the key functionalities needed to cover the topics that were presented in class. The simulator offers a user friendly, distributed, and multi-role environment that can be deployed on regular PCs. Moreover, this paper discusses and resolves some of the main conceptual and implementational issues that were faced during simulator development.
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I. INTRODUCTION

THE training of Air Traffic Controllers in Europe today is largely standardized by EUROCONTROL’s Common Core Content [1]. Concentrating on the Initial part of the training, this concept consists of theoretical courses such as air traffic management, aircraft performance, navigation, equipment and systems, human factors, etc. All course topics intertwine and can be practically presented by the use of a simulator that contains all the functionalities and characteristics required for students to grasp everything they learned in class. The key functionalities that a simulator should support are aircraft symbol and label interpretation, controller tools, safety nets, coordination difficulties, phraseology practice, etc. Apart from possessing all the necessary functionalities, the simulator usability characteristics need to be realistic [2], unambiguous and user-friendly, as are the systems intended for the use by air traffic controllers [3] [4].

This paper discusses some of the issues raised while implementing the simulator that provides key functionalities and characteristics appropriate for training purposes. Section 2 of the paper outlines the systems used in air traffic control today. Section 3 explains the architecture of the proposed simulator, while Section 4 explains the implementation of the simulator, as well as some issues that were raised during the process. Section 5 gives a brief evaluation of the proposed simulator and Section 6 outlines the future work and concludes the paper.

II. SYSTEMS USED IN AIR TRAFFIC CONTROL

An air traffic control system as a whole is very extensive in its complexity and its key element is a data processing system (DPS). The working process of the DPS can be simplified as gathering data from different surveillance sensors, such as automatic dependent surveillance (ADS) sensors, processing them for each uncovered aircraft, and correlating them together with data from flight plans and other flight plan related messages. The result is a set of information containing processed aircraft positions (tracks) associated with their corresponding group of flight plan data (labels). Afterwards, the set of information is distributed to each of controller machines or controller working positions (CWP), which then display it on their screens in the form of symbols and letters. The described process is repeated at defined intervals, but every time using new information as the sensors constantly collect new data and flight plans are updated with new incoming messages. Fig. 1 depicts a future ADS environment that is based on position reports received over ADS-B datalink from an aircraft that calculates its position using a global navigation satellite system (GNSS).

Fig. 1. Example of a future ADS environment.

Apart from its main objective the DPS is used for an increasing number of different system functions: sector allocation, automatic coordination, controller tools and aids, safety nets, etc. As the number of functionalities increases so does the number of machines the DPS is run on. In order to reduce the vulnerability of the system, the DPS is nowadays most often implemented as a distributed system with its functionalities logically placed in different groups which are then run on different server machines.
Certain functionalities have real-time behavior (meaning that they have a guaranteed response time) and the system as a whole is failure resistant, however these characteristics are not essential to air traffic control simulators since they are not used on real traffic and other systems do not depend on them.

Other systems used in air traffic control are of lesser importance for this paper and can be briefly enumerated as communication and navigation systems. The communication systems are used by air traffic controllers for communication with each other, with aircraft crew, or with any other necessary unit. The navigation systems enable aircraft crew to determine its horizontal and vertical position, safely fly and navigate the aircraft, and execute air traffic control instructions.

III. PROPOSED SOLUTION

The simulator is intended to be run on regular PCs to decrease the cost and to avoid the necessity for specialized hardware. Section 2 of the paper implies that in order to be representative the simulator needs to be a distributed system consisting of applications with three different roles: server (DPS and administrator), controller (CWP) and pseudo-pilot (PWP) working positions. All the applications are run on different machines as controller and pseudo-pilot positions need to be both logically and physically separated, while the server is left on a separate machine with the aim of increasing its efficiency. There is always a single server, whereas the number of controller and pseudo-pilot positions may vary (theoretically it is infinite) and is always equal as each controller position has its corresponding pseudo-pilot position. This is due to the limitation imposed by radio frequency based controller-pilot communication. Thus the simulator is run on \( k = 2n+1 \) machines, where \( n \) is a number of controller positions needed for the exercise.

An additional important limiting factor is the way the applications communicate with each other. Due to reasons outlined in Section 4 of the paper, communication is accomplished through both TCP/IP and UDP protocols. Since the UDP protocol is unreliable (does not assure that the sent package is received) the problem of reliability arises. This issue is solved by placing all simulator engaged machines on a local LAN network, preferably with a gigabit bandwidth, minimizing the possibility of lost packages. The arising restriction is not a problem considering that the controller training is done in a class-like fashion meaning that the machines will be placed in proximity to each other.

Another emerging limitation is the group address reservation which is needed for sending and receiving multicast UDP packages. In order to receive a multicast package all of the machines need to subscribe to a group address, meaning that all the packages sent to the group address will automatically be resent to their IP addresses. To simplify this problem and avoid different TTL (Time To Live) of packages during the communication process the local network must have only one router [5]. For the network communication to work in parallel, certain logical division of the messages needs to be made and certain ports and IP addresses need to be reserved for the simulator use only. Fig. 2 outlines the simulator architecture and different protocol packages which are exchanged through the network during application communication.

IV. IMPLEMENTATION

In order for the solution to be platform independent, the simulator was developed in Java programming language, hence it can be compiled and run on almost all of today’s operating systems through the use of an appropriate Java Virtual Machine. The simulator uses java.net package and Java 2D API which have all the necessary classes needed for network and two-dimensional graphics programming. During the development phase of the simulator, an apprehensive object-oriented analysis of all user interaction was made like the ones in [6], [7] and [8].

A. Server application

Server application is the core of the simulator. It is used to simulate the DPS and to provide administrative tools such as exercise selection, initialization and control. DPS is implemented through different concurrent threads, each thread representing a separate group of functionalities. The main function of the DPS is tracking and track distribution...
as described in Section 2. During simulation two key issues arise: coherency and synchronization of tracks.

Coherency is related to the necessity that all of the controller positions have the identical representation of key track elements at any given time. The key track elements supported by the simulator are: call sign, actual position, position history and prediction, flight level and ground speed. The coherency is achieved by ensuring that all of the tracks are distributed to every controller position at the same time, which is done by using multicast. The distribution is repeated every 5 seconds in resemblance to some present ATC (Air Traffic Control) systems. The distribution process creates a predicted series of timestamps at which the distribution is made, thus raising the question of track synchronization problem.

Lack of track synchronization could be easily observed on controller screens as a phenomenon where after an update one aircraft changes its position and the other does not, or a slower aircraft travels a longer distance than the faster one. The problem occurs due to the fact that surveillance sensors receive information asynchronously, especially when different aircrafts are concerned. Consequently, there is no way to precisely calculate the time at which the new position of an aircraft will be received. The problem is resolved by extrapolation. Extrapolation is a process of predicting the future position of an aircraft based on present projected trajectory and ground speed. In order to insure that tracks are synchronized the DPS or server will distribute tracks extrapolated to the exact time of distribution. Nevertheless, the solution may raise a question of distributed tracks reliability. The question is answered by changing the status of a track when its third repeated update is based solely on extrapolated data.

For coherency and track synchronization to be reliable, a certain time keeping mechanism needs to be implemented so that the server and its clients have synchronized clocks. Hence a central clock is introduced and stored on the server within a thread that “ticks” (it is put to sleep and then awaken) every second. Every time this thread “ticks”, it multicasts the new time value to all clients on the network, guaranteeing that all the applications have the same stored time values at each moment. Because of using the synchronized clocks, a certain cumulative loss of accuracy has to be taken into account, since time is lost during the clock thread awaking and multicasting process. Anyhow, as these losses are measured in milliseconds and the projected duration of an exercise is 30-60 minutes the total loss of accuracy can be regarded as negligible.

The server application also keeps flight plans of all active aircraft, a corresponding chain consisting of all the controller positions under whose jurisdiction an aircraft should come to (sector chain) together with an indication of the position under whose control the aircraft is currently (controlling position). By using this information the server implements system supported coordination (SYSCO), allowing different controller applications to coordinate assigned levels, headings, horizontal and vertical speeds, routes and other parameters of aircraft through their associated labels. The coordination is limited so that only the current controlling position and the position next in the sector chain may coordinate for a certain aircraft. Moreover, only the controlling position can alter the flight plan data of an aircraft. The coordination is implemented through the use of defined messages which are based on the EUROCONTROL OLDI standard [9] and under the TCP/IP protocol. The conflict resolution of messages is resolved on the part of the controller application, where the message coming from the accepting position has a higher priority.

Other simulated functionalities of the DPS are controller tools, aids and safety nets like Safety and Emergency Procedures Tool (SEP), Cleared Flight Level Adherence Monitor (CLAM) or Short Term Conflict Alert (STCA) which are in the process of standardization by EUROCONTROL [10] [11], and will not be detailed in this paper. Fig. 3 illustrates the SEP tool and STCA displayed on the controller application screen, STCA warning is given because the projected track separation is less than 5 nautical miles horizontally and 1000 feet vertically. Apart from DPS simulation, the server application also provides administrative functions for selecting, initializing and controlling (play, pause, etc.) different exercises. Every exercise is defined in a prescribed form and kept in a file. Among other parameters exercise definition has the required number of controller positions. This number is used in the process of exercise initialization and dynamic role allocation.

![Fig. 3. Representation of SEP and STCA.](image-url)
clients is exceeded some of them are unused. The initialization process guarantees that the simulator can be run on any group of PCs that form a local network as described in Section 3 without the need of pre-setup.

B. Controller application

The main function of the controller application is to provide the air traffic controller (or student) with an adequate display of the present air situation, by means of interpreting information and messages coming from the server. An unambiguous representation of aircraft symbols and their corresponding labels, statuses, messages and alerts is achieved by using different colors, letters and shapes, placed on a defined map. The controller can then identify targets, visualize their expected trajectories, do calculations, find conflicts, monitor adherence to given instructions, and interact with the server and other controller positions [12]. The maps are stored in individual files (as part of the controller application) that contain a series of geographical points (latitude and longitude). Fig. 4 illustrates a typical appearance of the controller application or the situation display. Graphical interpretation used in this simulator is largely inspired by existing commercial systems. The airspace used is the one published for the Beograd flight information region. The figure shows a situation display of the south-west sector, where white (ROT503, AUA883, and YUMTU) and pink-white (DLH8WY and THY1881) aircrafts are under its jurisdiction, pink aircrafts (LZB320 and SAS55A) are the ones that are bound to enter its airspace and fall under its jurisdiction but are presently on the north sector. Gray aircrafts (JAT440, TOM6KB, and DLH5KA) are those that are of no concern, as their flights are carried outside of its airspace (through the north sector).

C. Pseudo-pilot application

Pseudo-pilot application is the simulation generator since it creates aircrafts at scenario-defined moments and simulates their flights through the airspace allowing its user to control and monitor aircrafts’ trajectory, airspeed, vertical speed, flight level and change the radio frequency that an aircraft is using which ultimately transfers the aircraft to a different pseudo-pilot machine. The scenarios are stored in separate files that are a part of the pseudo-pilot application. During exercise initialization process each pseudo-pilot application receives the name of the scenario it should activate from the server. The scenario contains aircraft generation time, starting horizontal (latitude, longitude) and vertical (flight level) position, vertical profile, call sign, aircraft type, flight planned route, requested flight level and all other information that could be relevant to the exercise. Every aircraft is implemented as an individual thread, which continuously changes its vertical and/or horizontal position based on the present values of numerous changing parameters. Moreover, the pseudo-pilot application simulates surveillance sensors by periodically sending its position (vertical and horizontal) to the server, which is then used for tracking. An important thing to emphasize is that the information passed as sensor information is similar to the ones that would be received by the Automatic Dependent Surveillance receivers containing call sign information and
avoiding the need for squawks.

Through Pseudo-pilot application controllers (or students) gain a practical insight into the fields of cockpit workload, navigation, wind effect and aircraft performance limitations. Fig. 5 illustrates the typical appearance of pseudo-pilot application. The appearance of some of the flight instruments presented in this application was inspired by those used in the cockpits of commercial airplanes. Accent was given to navigation instruments. The figure shows an aircraft maintaining flight level 210, flying with indicated airspeed of 270 knots on course to RAVAK waypoint.

V. EVALUATION

Two aspects of evaluation were made. The first one is concentrated on the simulator’s efficiency and scalability to handle a certain optimal number of aircrafts and different sectors at the same time. The other one discusses the proposed concept and implementation in respect to some existing solutions.

A. Efficiency and scalability evaluation

In order to prove its efficiency and scalability the simulator was tested for CPU, dynamic memory and network usage. The number of client applications (sectors) has been varied from 2 to 8 (for scalability) and the number of aircrafts used in test exercises has respectively been within the interval of 16 to 64 distributed equally to all pseudo-pilot applications (for efficiency), as is expected to be the optimum for this type of training. Testing results have shown that the CPU usage has steadily remained within 5 to 10 percent (with rare peaks of 40%), dynamic memory used was constantly in the volume of 5MB, and the 100 Mb/s network load has ranged below 1%. Therefore, the simulator has proved both scalable and efficient. Testing was made on PCs dating from the year 2008 running on Windows XP operating system. All measurements for CPU and dynamic memory usage were made on server application as it was recognized as a potential bottleneck.

B. Comparative evaluation

Existing simulators can be divided into two groups: publicly available and commercial. The drawbacks of the first group of simulators can be summed as: limited number of sectors that can be run at the same time (usually one), the non-existence of pseudo-pilot machines (PWP), operating system dependence, obsolescence, static role allocation, etc. [13] [14] [15] [16]. Commercial simulators which are used in the industry are mostly unavailable for public reach, but their main flaws can be attributed to high exploitation costs, need for dedicated hardware and lack of expandability [17]. All of the mentioned drawbacks have been eliminated by the proposed solution as described in Sections 3 and 4. An overview of the publicly available simulators analyzed and their characteristics from the aspect of the most important functionalities are given in Table 1.
C. Further simulator enhancement

During simulator development some issues have been raised that represent tasks for further research and simulator enhancement. For example, an interesting issue that was raised is dynamic sector re-allocation. Although initial sector allocation is dynamic, once it is allocated it becomes static for the remainder of the exercise. There may be a need to open a new or close an existing controller position, which is not supported by the proposed solution. When an existing position is being closed it has to transfer the jurisdiction of aircrafts that were still under its control to the position that will overtake its assigned airspace, the opposite problem arises when a new position is being opened. The described problem deserves thorough research as it raises questions with regard to both software engineering and interface design, but the basic idea would be to use OLDI-like messages in order to change the statuses of certain tracks and their associated labels to emphasize which track is subject to a change of jurisdiction.

Another challenge relates to air-ground communication simulation. Such communication could be carried out through the TCP/IP protocol by transmitting streams of data through the network which represent recorded audio messages. The messages would be exchanged between controller positions and their corresponding pseudo-pilots. A possible solution would be using of two different simulators working in parallel as is the case with most of existing commercial systems where DPS and voice communication systems are separated. Although separated, in order to facilitate the dynamic roles allocation and re-allocation, the existing simulator and the additional communication simulator would constantly need to exchange information.

VI. CONCLUSION

The training of air traffic controllers comprises theoretical knowledge in various fields including air traffic management, aircraft performance, air traffic control equipment and systems, navigation and others. Most trainings include not only lecture classes, but also practical work using simulators. The goal of the simulator is to implement all the key functionalities needed to cover the topics that were presented in class, all in accordance with existing standards. This paper introduces a new simulator, presents its architecture, describes its usage, and evaluates its performance.

The presented simulator met all the goals that were set at the beginning of the paper. It is realistic, scalable, expandable, low-cost, platform independent and relatively easy to use. Using the simulator, students become familiar with system functionalities and tools which are in use by air traffic control, as well as get an insight on the aircraft crew’s point of view and aircraft performance limitations. Furthermore, students are able to practice radar skills, coordination and teamwork, phraseology and assimilate with their future airspace and professional environment.
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