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Abstract — We propose a new direction of arrival estimation method for wideband uncorrelated signals. The wideband signals are first decomposed into narrowband signals. A group sparse Lasso formulation is proposed that jointly fits the powers of the signals using overcomplete dictionaries of the directions of arrival, into the estimated covariance matrices for all narrowband signals. Then, we propose a new formulation that determines the regularization parameters and becomes the group Lasso formulation. Additionally, we propose a modified algorithm for direction of arrival estimation with lower complexity that uses conventional based methods in the preprocessing stage to reduce the number of variables in the optimization task. We compare the performance of the proposed method to the conventional methods for a circular antenna array.
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I. INTRODUCTION

THe direction of arrival (DoA) estimation problem is one of the most investigated problems in the antenna array signal processing community. Many solutions have been proposed in the past [1]-[3], but the problem is still relevant. The introduction of conditions for perfect reconstruction in compressed sensing [4] increased the interest for sparse modeling and this is reflected in the DoA estimation problem. Namely, two new approaches that are based on the sparse modeling have been introduced in this field. The first approach directly applies the sparse model to the sampled data [5]-[7] and the second approach applies the sparse model to the covariance matrix of the received signal [8]-[12]. Additionally, new approaches based on time [13], [14] and antenna [15] subsampling have been proposed. Most of these approaches are intended for narrow band signals, but some can be converted to wideband by introducing group sparsity in the model. In array processing a narrowband signal is usually defined as a signal that meets the condition about the bandwidth to center frequency being less than 1% [16], [17]. Here we extend the narrowband model from [10], [11] to a wideband model and derive a new wideband direction of arrival estimation method which is the novelty of this paper. The received wideband signal is first decomposed into a set of independent narrowband signals using Discrete Fourier Transform (DFT) ([2], [3]) or narrowband filters ([6]). For each of the different narrowband signals the covariance matrix is calculated and a sparse narrowband model based on individual sparsity is created. Then, the sparse narrowband models are jointly treated through a group sparsity constraint. Instead of the usual substitution of the individual sparsity constraint with a group sparsity constraint, we keep both constraints and obtain a group sparse Lasso problem [18], [19]. We choose the individual sparsity regularization parameter as the one that is optimal for the infinite number of obtained snapshots. This parameter choice allows us to reformulate the problem as a purely group Lasso problem and make a connection to the Covariance Matching Estimation Technique (COMET) framework from [20] to determine the second regularization parameter for the group sparsity, based on the noise in the system. We compare the performance of the system with conventional methods for wideband direction of arrival estimation. Additionally, similarly as in [21], we propose a modified algorithm that uses conventional methods for preprocessing and makes the complexity of the algorithm proportional to the number of detected directions of arrival in the preprocessing phase.

The rest of this paper is organized as follows. In the second section we give a theoretical explanation of the proposed method and the reduced complexity algorithm. In section III we present the simulation results showing the performance of our proposed method. Section IV concludes the paper.

II. DESCRIPTION OF THE METHOD

In our considered system the antenna array has \(P\) antennas (sensors) that receive \(K\) uncorrelated wideband signals arriving from different directions \(\theta_i\). The output of every antenna is corrupted with additive white Gaussian noise. The antenna outputs can be directly sampled in acoustic systems or first downconverted and then sampled as in communication systems, and then processed using...
DFT with a sufficient number of frequency bins as in [2], [3] or narrowband filters followed by additional conversion to baseband as in [6]. Thus, we obtain a set of $M$ baseband signals representing the $M$ narrowband signals at different frequencies $f_m$ (corresponding to the modulated signal):

$$y_m(n) = A_m(f_m)x_m(n) + v_m(n)$$  \hspace{1cm} (1)

where $y_m(n) = [y_{m_1}(n) \ y_{m_2}(n) \ ... \ y_{m_M}(n)]^T$ is a vector containing the $n^{th}$ snapshot of the baseband signals representing the received narrowband baseband signals at frequency $f_m$ with respect to the reference point in space for each antenna and $m = 1, 2, ..., M$. $x_m(n) = [x_{m_1}(n) \ x_{m_2}(n) \ ... \ x_{m_M}(n)]^T$ is a zero mean circular complex Gaussian random vector containing the $n^{th}$ snapshot of the baseband representation of the noise in the $m^{th}$ narrowband channel at each antenna. $A_m(f_m) = [a(\theta_1, f_m) \ a(\theta_2, f_m) \ ... \ a(\theta_M, f_m)],$ where $a(\theta_k, f_m)$ represents the steering vector for the $k^{th}$ signal at frequency $f_m$. For a circular antenna array with a reference point in the center, $a(\theta, f_m) = [e^{-j2\pi \sigma_\rho \cos(\theta_1)} \ e^{-j2\pi \sigma_\rho \cos(\theta_2)} \ ... \ e^{-j2\pi \sigma_\rho \cos(\theta_M)}]^T,$ where $\rho$ is the radius of the array, $c$ is the speed of waves, the leftmost antenna corresponds to the first entry and the antennas are counted counter-clockwise. The utilization of circular array has some advantages over the usually considered uniform linear arrays, such as more compact design and the ability for spatial discrimination over 360° of the azimuth range [22]. Additionally, circular antenna arrays have almost angle independent behavior regarding the conditions for distinguishing wideband from narrowband signals.

For the $m^{th}$ narrowband channel, we use the notation $y_m = [y_m(1) \ y_m(2) \ ... \ y_m(N)]$ and $x_m = [x_m(1) \ x_m(2) \ ... \ x_m(N)]$ where $N$ is the number of snapshots and create the estimate of the covariance matrix of the $m^{th}$ narrowband signal:

$$\hat{R}_m = \frac{1}{N} y_m y_m^H$$  \hspace{1cm} (2)

where $H$ denotes the conjugate transpose. For clarity, we first explain the processing in the conventional wideband methods. In [3] the matrices of all $M$ signals are re-steered using linear transform matrices to a central frequency and then the new matrix is processed using conventional methods, such as MUSIC, on the new matrix. Such methods are known as coherent methods. Another conventional method [2] calculates the spatial spectra of all $M$ signals and combines them to obtain a new spectrum that is used to estimate the directions of arrival (DoAs). This method belongs to the noncoherent group of wideband DoA methods. Now we turn our attention to the sparse covariance fitting methods.

The narrowband sparse covariance fitting methods are based on the true covariance matrix of (1):

$$R_m = E[y_m(n)y_m(n)^H] = A_m(f_m)R_m A_m(f_m)^H + \sigma^2_{nm} I_p$$  \hspace{1cm} (3)

where $\sigma^2_{nm}$ is the variance of the noise in the $m^{th}$ equivalent baseband channel. We assume that the noise variance is equal for all $m$ and in the rest of the paper we simply use $\sigma^2$ for the noise variance. An overcomplete model where the DoA space is divided into $L$ possible directions positioned on a specific grid, can be used to represent the covariance matrix in (3):

$$R_m = E[y_m(n)y_m(n)^H] = A_m(f_m)R_{1m} A_m(f_m)^H + \sigma^2 I_p$$  \hspace{1cm} (4)

where $A_{1m}(f_m) = [a(\theta_1, f_m) \ a(\theta_2, f_m) \ ... \ a(\theta_L, f_m)]$ is the steering matrix of all $L$ possible directions, where $L >> P$, $R_{1m}$ represents the correlation matrix of all possible DoAs and is a sparse matrix. When the signals are uncorrelated $R_{1m} = \text{diag}(s_{m_1}, s_{m_2}, ..., s_{m_M})$ is a sparse diagonal matrix and $s_{ml}$ is the power of the signal arriving from direction $\theta_l$ measured at the $m^{th}$ narrowband channel, so $s_{ml}$ are real positive numbers. Using this simplification, (2) can be reformulated [10], [11] as:

$$\hat{r}_m = \text{vec}(\hat{R}_m) = A_{2m} s_m + \mathbf{E}$$  \hspace{1cm} (5)

where $s_m = [s_{m_1} \ s_{m_2} \ ... \ s_{m_L}]^T$ and $\mathbf{E}$ represents the error signal due to noise and estimation error. $A_{2m} = [\text{vec}(a(\theta_1, f_m) \ a(\theta_2, f_m) \ ... \ a(\theta_L, f_m))]$, where vec denotes vectorization. An efficient estimator for this model according to [10] is the estimator based on the constrained Lasso formulation:

$$\min_{s_{ml}} \| \hat{r}_m - A_{2m}s_m \|_l^2 + \beta \| s_m \|_l \hspace{1cm} (6)$$

s.t. $s_{ml} \geq 0 \hspace{1cm} l = 1, ..., L$

where $\| x \|_l = \sum_{i=1}^{L} | x_l |$ is the $l_1$ norm of $x$. The optimal value of the regularization parameter $\beta$ for the case of an infinite number of snapshots is $\beta = 2P\sigma^2$ [10].

Now we can construct the wideband direction of arrival method by combining the estimation problems of all $M$ narrowband signals. The different $M$ narrowband signals can be observed as a Multiple Measurement Vector (MMV) fitting model. Since all $M$ narrowband signals are equally important it is expected that they simultaneously have high values of the power $s_{ml}$ for the same directions of arrival from the set $\theta_l \ l = 1, ..., L$. In this situation it is logical to combine the $M$ optimization problems into a single problem and replace the $l_1$ norm in (6) with $l_{2,1}$ norm enforcing group sparsity. Instead, we combine the $M$ narrowband problems by adding the group enforcing norm but keep the $l_1$ norm to obtain a group sparse Lasso [18], [19] formulation of the wideband
DoA estimation problem:

$$\min \sum_{i=1}^{M} \left( \| \hat{r}_{m} - A_{2m} s_{m} \|^2 + \beta \sum_{i=1}^{M} \| s_{m} \|^2 \right)$$

$$\text{s.t.} \; s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

where $\Gamma(s_{1}, \ldots, s_{M})$ represents the group sparsity norm i.e.

$$\Gamma(s_{1}, \ldots, s_{M}) = \sum_{i=1}^{M} \left( \| s_{1} \|^2 + \| s_{2} \|^2 + \cdots + \| s_{M} \|^2 \right).$$

Finding suitable values of the regularization parameters and giving them a physical meaning is a challenging task. We propose using the $\beta$ value for the case of an infinite number of snapshots. Additionally, we use the fact that $s_{ml}$ are positive real numbers, so $|s_{ml}| = s_{ml}$, and (7) becomes:

$$\min \sum_{i=1}^{M} \left( \| \hat{r}_{m} - A_{2m} s_{m} - \sigma^{2}_{\delta} I_{p,r} \|^2 + \alpha \Gamma(s_{1}, \ldots, s_{M}) \right)$$

$$\text{s.t.} \; s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

where $1 = [1, \ldots, 1]^T$ is a column vector of ones with length equal to $L$. With this choice of $\beta$, it is shown in the Appendix that (8) is equivalent to:

$$\min \sum_{i=1}^{M} \left( \| \hat{r}_{m} - A_{2m} s_{m} - \sigma^{2}_{\delta} I_{p,r} \|^2 + \alpha \Gamma(s_{1}, \ldots, s_{M}) \right)$$

$$\text{s.t.} \; s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

where $I_{p,r} = \text{vec}(I_{p})$ and $I_{p}$ is the unit matrix of dimension $P$.

It is obvious that (9) represents a group Lasso problem. Thus, we can reformulate the problem using the alternative representation:

$$\min \Gamma(s_{1}, \ldots, s_{M})$$

$$\text{s.t.} \sum_{i=1}^{M} \left( \| \hat{r}_{m} - A_{2m} s_{m} - \sigma^{2}_{\delta} I_{p,r} \|^2 \leq U \right)$$

$$s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

In order for (10) to be well defined, we need the value of $U$ to be dependent on the variance of the term $\sum_{m=1}^{M} \left( \| \hat{r}_{m} - A_{2m} s_{m} - \sigma^{2}_{\delta} I_{p,r} \|^2 \right)$. By using the alternative representation (10) we switch the regularization parameter to a new value that is easier to calculate. From (4), in a similar fashion as (5), we have

$$r_{m} = \text{vec}(R_{m}) = A_{2m} s_{m} + \sigma^{2}_{\delta} I_{p,r},$$

so (10) can be rewritten as:

$$\min \Gamma(s_{1}, \ldots, s_{M})$$

$$\text{s.t.} \sum_{i=1}^{M} \| r_{m} - r_{m} - \sigma^{2}_{\delta} I_{p,r} \|^2 \leq U$$

$$s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

It has been shown in the COMET framework [20] that the covariance matrix $W_{m}$ of $r_{m} - r_{m}$ is:

$$W_{m} = \mathbb{E}[(\hat{r}_{m} - r_{m})(\hat{r}_{m} - r_{m})^T] = \frac{1}{N} (R_{\hat{r}} \otimes R_{r}) \quad (12)$$

where $(\otimes)$ is the Kronecker product. Since $r_{m} - r_{m}$ has correlated entries, it is very difficult to predict the value of $U$ in (11). But using the estimate of the decorrelation matrix $W_{m}^{-1/2} = \sqrt{N} (R_{\hat{r}}^{-1/2} \otimes R_{r}^{-1/2})$ as in [9], [20], we obtain an asymptotically normal distribution

$$W_{m}^{-1/2} (r_{m} - r_{m}) \sim N(0, I_{Lr}) \quad (13)$$

This asymptotic distribution allows us to reformulate (11) and find the regularization parameter:

$$\min \Gamma(s_{1}, \ldots, s_{M})$$

$$\text{s.t.} \sum_{i=1}^{M} \| W_{m}^{-1/2} (r_{m} - r_{m}) \|^2 \leq c^{2}_{1} MP^{2}$$

$$s_{m} \geq 0 \quad \text{for} \; m = 1, \ldots, M, \; l = 1, \ldots, L$$

where we have used the fact that when noise is uncorrelated the constraint should be set to a value close to the true variance (obtained from an infinite number of snapshots) of the noise - in our case $MP^{2}$. The constant $c_{1}$ is set to compensate for the estimation error of $W_{m}^{-1/2}$ and the difference between the true and the estimated noise variance. Observing (13), the value of $c_{1}$ in (14) can be estimated based on the properties of the chi square distribution as in [9]. Namely the random variable

$$\sum_{m=1}^{M} \| W_{m}^{-1/2} (r_{m} - r_{m}) \|^2$$

is asymptotically chi square distributed and the probability $\eta$ that

$$\sum_{m=1}^{M} \| W_{m}^{-1/2} (r_{m} - r_{m}) \|^2 \geq c^{2}_{1} MP^{2}$$

can be evaluated. The values $\eta$ and $c_{1}$ can be related through the Matlab function ch2inv as in [9], $c^{2}_{1} MP^{2} = \text{ch2inv}(1-\eta, MP^{2})$.

Using the notation $r_{m} = W_{m}^{-1/2} (r_{m} - r_{m})$, $A_{2m} = W_{m}^{-1/2} A_{2m}$ and introducing $\hat{r}_{m} = [\hat{r}_{m}^{'}, \ldots, \hat{r}_{Lm}^{'}, \hat{r}_{m}]^T$, $A = \text{diag}(A_{11}, \ldots, A_{1M})$, $q = [q_{1}^{'}, \ldots, q_{Lm}^{'}, q_{m}]^T = [q_{1}, \ldots, q_{LM}]^T$ and $\Gamma_{q}(q) = \Gamma(s_{1}, \ldots, s_{M})$ we obtain the following compact form:

$$\min \Gamma_{q}(q)$$

$$\text{s.t.} \| r_{m} - Aq \|^2 \leq c_{1} \sqrt{MP}$$

$$q_{d} \geq 0 \quad \text{for} \; d = 1, \ldots, LM$$

A form similar to (15) for the case when $M = 1$ has been proposed in [23] but the authors do not consider the case when $M > 1$ and do not make any connection to problem formulation (6) from [10] which is shown to be an efficient estimator for the narrowband ($M = 1$) scenario and was taken as a starting point for our wideband method.

After the optimization process, the directions of arrival are estimated by finding the directions that contain most of the power i.e. by calculating $G(\hat{\gamma}) = \frac{1}{M} \sum_{i=1}^{M} q_{i}(t_{i}, L_{z})$ and finding its peaks. The optimization problem (15) can be cast as a second order cone program:

$$\min \sum_{i=1}^{L} \gamma_{i}$$

$$\text{s.t.} \sum_{i=1}^{L} \gamma_{i}^{2} \leq \gamma_{i} \quad \text{for} \; l = 1, \ldots, L$$

$$\| r_{m} - Aq \|^2 \leq c_{1} \sqrt{MP}$$

$$q_{d} \geq 0 \quad \text{for} \; d = 1, \ldots, LM$$

The major component in the complexity of the method is the complexity of the optimization task (16). The time required to solve (16) depends on the number of elements.
in \( q \). To reduce this number we can use a simple approach of limiting the positions or elements in \( q \) included in the optimization. Namely, by preprocessing the received signal with some conventional technique we can roughly find the centers of the groups of DoAs and then distinguish between the individual DoAs using (15) with a reduced size vector \( q \) containing the directions in regions around the estimated centers. In this new reduced complexity algorithm, the number of elements in \( q \) will depend on the number of estimated centers and the size of the regions around group centers. A similar idea is used in [21], where, after the first stage and the estimation of the centers, additional modified linear transforms are used to improve the detection capabilities in the vicinity of the estimated centers.

### III. SIMULATION RESULTS

For performance evaluation of the proposed method, we compared it with the conventional methods: Minimum Variance Distortionless Response (MVDR) from [2] and MULTIple Signal Classification (MUSIC) modified for wideband signals from [3]. The simulation scenario considers the estimation of the direction of arrival for three uncorrelated signals arriving at the antenna array from 

\[ [90° \ 95° \ 165°] \]

The first two values are close enough to allow comparing the resolution capabilities of the methods. We assumed a wideband signal in the range between 800 MHz and 1000 MHz and obtained 30 uncorrelated narrowband signals from it, at equally spaced carrier frequencies starting from \( f_1 = 800 \) MHz with a frequency spacing \( \Delta f = 200/30 \) MHz so that the narrowband requirement of bandwidth to center frequency ratio (fractional bandwidth) of less than 1% [15], [16] is satisfied. We utilized every second narrowband signal, so that \( M = 15 \), due to complexity reasons. We considered a circular antenna array with \( P = 8 \) antennas and a radius equal to

\[
\rho = \frac{c}{f_{\text{max}}} \frac{4 \sin \frac{\pi}{P}}{\pi},
\]

which is the largest possible value not allowing spatial aliasing [22] (\( f_{\text{max}} \) is the highest utilized frequency). We used [24] to solve the optimization problem (16). For the MUSIC algorithm we used linear transforms with \( f_0 \) equal to the median frequency of all \( f_{\text{max}} \) and preliminary estimation of the DoA taken from the MVDR estimates using only the two directions of arrival with the highest power. The augmentation of the transform matrices was carried out using two separate approaches resulting in the algorithms "MUSIC1" and "MUSIC2". In "MUSIC1" we used random directions to augment the matrices for the linear transforms and in "MUSIC2" we used the Rotational Signal Subspace (RSS) method from [21] with additional angle components shifted from the estimated values for \( \pm 0.125BW \) which was estimated to be \( \pm 5° \) for the utilized antenna array. The value for \( BW \) was set to be equal to the Rayleigh resolution limit at frequency \( f_0 \) ([25], [3]). For all methods we assumed that the number of signals was known in advance. This can be achieved using one of the model selection techniques described in [1], [3] or [26]. For the proposed algorithm with reduced complexity termed "PropRed", we used the same preprocessing stage as for the MUSIC class algorithms i.e. the two strongest outputs from the MVDR algorithm. In accordance with the Rayleigh limit we chose the size of the regions around these DoAs at frequency \( f_0 \) to be \( 20° \) on each side, i.e. around \( 0.5BW \) as recommended in [21]. We found that the restriction of the possible values in \( q \) could result in increased values for the end points, so the values \( \gamma_1 \) and \( \gamma_{\text{max}} \) in (16) were additionally restricted to be lower than 0.1. The value \( \gamma_{\text{max}} \) corresponds to the last index in the \( \gamma \) set used in the "PropRed" algorithm. The noise and each narrowband signal in every snapshot were generated as independent zero mean circular complex Gaussian random variables with variances equal to \( \sigma^2 = 1 \) and \( P_0 \), respectively. The signal to noise ratio was defined as \( \text{SNR} = 10 \log_{10} \frac{P_0}{\sigma^2} \).

For estimating the covariance matrix of every narrowband signal \( N = 500 \) snapshots were used in each trial. \( L = 180 \) and \( \bar{\theta}_l \in \{1, 2, \ldots, 180\} \) for all methods was used. Each point in the following figures was obtained by averaging the results from 1000 trials.

We start the comparison of methods by observing the average power spectra of all the methods at \( \text{SNR} = 4 \) dB, shown in Fig. 1. For the proposed method and the "PropRed" algorithm the average power spectrum is obtained by averaging \( G(h) \) over all trials. It is obvious that the proposed method and the "PropRed" algorithm, which are based on covariance fitting, on the average show very close approximation of the correct solution and the MVDR and MUSIC algorithms fail to distinguish the two different directions of arrival on the average. For the proposed method, we use \( c_1 = 1.05 \), that corresponds to \( \eta = 0.01 \).

![Fig. 1. The average spectra of three methods for SNR = 4dB.](image-url)
realizations additional spurious DoAs can be found in the spectrum of the proposed method, which can be seen in Fig. 1. This can be solved by using one of the known methods for estimation of the number of arriving signals [1], [3]. For the same reason in some realizations the optimization problem (15) is infeasible. In such cases we propose using the standard optimization 

$$
\min_{q} \| \hat{r}_w - \mathbf{A}q \|_2 \\
\text{s.t. } q_d \geq 0 \text{ for } d = 1, \ldots, LM,
$$

which always converges, in order to get the estimates of the DoAs.

Next, we compare the three methods based on two criteria: the probability that the first three estimated values are the true values, and the number of estimated peaks in the power spectrum that are within 15dB of the highest peak in that spectrum.

Fig. 2. Average performance of considered methods.

(a) Probability of correct reconstruction vs SNR.

(b) Number of estimated sources vs SNR.

Fig. 2. Average performance of considered methods.

Fig. 2 (a) shows that the proposed method performs better compared to the other considered methods when correct directions are required. The performance improvement is present in the low and moderate correct reconstruction probability regions, but with the increase of correct reconstruction probability, the performance of "MUSIC2" algorithm becomes similar and even slightly better than the performance of the proposed one. The "PropRed" algorithm in the low correct reconstruction probability region shows a similar performance as the more complex version does but in the high probability region there is some performance loss. From Fig. 2 (a) it is obvious that for the methods based on coherent combining ("MUSIC1" and "MUSIC2") the good choice of the transform matrices is very important. This is not the case for the proposed method. On the other hand, Fig. 2 (b) shows that the capability of the proposed method for estimation of the number of directions of arrival needs some improvement, since some spurious peaks are present over the whole observed range of SNR values. We believe that the improvement can be achieved by an appropriate choice of the constant $c_1$, but this is out of the scope of this paper. Although the number of estimated directions for the "MVDR" method in the low SNR region corresponds to the correct number of directions, two of the estimated directions are close to the true positions and the third one is a false peak at around 15° shown in Fig. 1. It should be noticed that the complexity of the proposed method is much higher than the complexity of the MVDR and MUSIC and the complexity gap increases with the increase of $M$. Simulations were carried out on a PC with Intel i3-2100 processor working at 3.1 GHz and the required time for solving (16) was around 35.5 seconds. The required time for solving (16) for the reduced complexity algorithm was around 12.5 seconds which was proportional to the decrease of the number of elements in $\mathbf{q}$. The additional reduction of the size of regions around the estimated DoAs, especially below 10° on each side, leads to a significant performance loss. The time required for all operations included in the "MUSIC2" algorithm excluding the preprocessing was around 3.3 ms.

In order to illustrate the gain from using multiple narrowband channels, in Fig 3 the probability of correct reconstruction is shown for different numbers of narrowband channels. For all simulations in this part, we used $\eta = 0.01$. It should be noticed that we are assuming that the narrowband signals are mutually uncorrelated, which in practice can be incorrect if too many narrowband channels are created in a strictly defined region. This could be a topic of future research.

Fig. 3. Probability of correct reconstruction vs $M$ for SNR = 10 dB.

Fig. 3 shows that the increase of the number of utilized narrowband channels for the proposed algorithm leads to performance improvement. As in the previous case, the performance improvement for the transform based approaches is highly dependent on the transform matrices, while the proposed method does not have such issues.
A new method for the direction of arrival estimation of wideband signals is proposed. The method is based on the existing narrowband covariance fitting method by additionally introducing group sparsity regularization and appropriately choosing the regularization constants for both the individual sparsity and the group sparsity. The method shows improved performance compared to the existing conventional methods for direction of arrival estimation of wideband signals based on MUSIC and MVDR in terms of the probability of correct reconstruction in the region of low to moderate probability, but needs additional estimation of the number of directions of arrival and has much higher complexity.

APPENDIX

In order to show the equivalence between (8) and (9) it is sufficient to show that $T_n = \| \tilde{r}_n - A_{2m} s_n - \sigma^2 I_{P,r} \|^2_2$ can be represented as $\| \tilde{r}_n - A_{2m} s_n \|^2_2 + 2 \sigma^2 P \| \tilde{r}_n \|^2_2 + C$, where $C$ is a constant independent of $s_n$:

$$
T_n = \| \tilde{r}_n - A_{2m} s_n - \sigma^2 I_{P,r} \|^2_2
= (\tilde{r}_n - A_{2m} s_n - \sigma^2 I_{P,r})^T (\tilde{r}_n - A_{2m} s_n - \sigma^2 I_{P,r})
= \| \tilde{r}_n - A_{2m} s_n \|^2_2 - (\tilde{r}_n - A_{2m} s_n)^T \sigma^2 I_{P,r} \sigma^2
+ \sigma^2 \tilde{r}_n^T (\tilde{r}_n - A_{2m} s_n) \sigma^2
+ \sigma^2 \tilde{r}_n^T \sigma^2 I_{P,r} \sigma^2
+ \| \sigma^2 I_{P,r} \|^2_2
$$

where $C = -\sigma^2 \tilde{r}_n^T (\tilde{r}_n - A_{2m} s_n) \sigma^2 + \sigma^2 \tilde{r}_n^T \sigma^2 I_{P,r} \sigma^2$ is a constant independent of $s_n$. To complete the proof, we have to show that $s_n^T A_{2m}^H I_{P,r} = P I_{n,r}^T s_n$ and $I_{P,r} A_{2m} s_n = P I_{P,r}^T s_n$. In order to do so we should return to the definition of $A_{2m}$. Namely, the columns of $A_{2m}$ are obtained by vectorization of the matrices $a(\tilde{\theta}_j, f_m)^H a(\tilde{\theta}_j, f_m)^H$ that have diagonal elements equal to 1, the power gain of the antennas. Additionally, $I_{P,r}$ is obtained by vectorization of the unit matrix so the product between $I_{P,r}^T s_n$ and any column of $A_{2m}$ is equal to the sum of the diagonal elements of the matrix $a(\tilde{\theta}_j, f_m) a(\tilde{\theta}_j, f_m)^H$ which is equal to $P$, the number of elements in the antenna array. Thus, $I_{P,r} A_{2m} = P I_{P,r}^T$ and $I_{P,r} A_{2m} s_n = P I_{P,r}^T s_n$. Since $s_n^T A_{2m}^H I_{P,r}$ is a real scalar, then $s_n^T A_{2m}^H I_{P,r} = (s_n^T A_{2m}^H I_{P,r})^H = I_{P,r}^T s_n$ and, thus, $s_n^T A_{2m}^H I_{P,r} = P I_{n,r}^T s_n$.
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